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Abstract
A coupled thermal-mechanical analysis is used to model the process of joining a T-piece by deep penetration laser
beam welding. As the aim is to provide information about the welding induced stress, the distortion and temperature
distribution of the welded component, a conduction heat transfer based model is used. The moving heat source is
modelled based on Goldak’s double-ellipsoid heat flux distribution, requiring a-priori knowledge about the dimensions
of the weld pool or the Goldak parameters. Initially, the Goldak parameters are determined by experimentally
measuring the keyhole of a laser beam weld performed with a pre-determined reference power input. By comparing
the surface heat distribution of the model with experimental data, the efficiency of the power input from the laser
beam is determined. The efficiency is used to adjust the power input in the model, so that the resulting surface heat
distribution is similar to the experimental data. To ensure the robustness of the model, the model’s performance is
furthermore evaluated at power inputs ±10% of the pre-determined reference power input. As the size of the weld
pool varies with the power input, the Goldak parameters are analytically estimated for power inputs different from the
pre-determined and experimentally validated reference by assuming a constant penetration depth. The results show
that it is possible to replicate the temperature distribution at specific points with a deviation below 10%. Furthermore,
assuming that the size of the weld pool does not change with the an increase or decrease of 10% of the power inputs,
is concluded to be a valid assumptions. Analytically determining the size of the weld pool, while assuming a constant
penetration depth, yielded the same deviation as assuming a constant size of the weld pool.

Keywords: Coupled FEA, LS-DYNA, laser beam welding, heat source model, temperature distribution,
experimental calibration

1. General Introduction
Laser beam welding (LBW) is characterised by its
high power density, which is achieved by focussing
electromagnetic radiation into a fine spot; thus enabling
the ability to create deep and narrow penetration welds.
High speeds, a small heat affected zone and lower
distortion and residual stresses can furthermore be
attained as a result of the high energy concentration,
which in turn limits the amount of metallurgical damage
and distortion [1][2].

These advantages underline why the adoption of LBW
as a process for part assembly is becoming increasingly
popular in industrial manufacturing. A consequence of
this is that it poses new challenges with respect to
process knowledge and expertise. An example of this is
Grundfos A/S, who are currently experiencing problems

in connection with the LBW process of their impeller
blades, as the target welding trajectory deviates from
the actual trajectory due to welding induced distortion.
This complicates the subsequent production steps and
negatively influences the efficiency of the pumps.

Fig. 1 illustrates the impeller and the deviation of the
welding trajectory.
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Weld trajectory
Target trajectory

Fig. 1 Illustration of the T-joint laser welding, where the
weld trajectory diverges from the target trajectory. The target
trajectory is determined by the position of the impeller blade.

Modelling the LBW process can be a highly efficient
tool for research and production engineering, as it
enables the ability to obtain detailed information in
regards to the characteristics of the weld pool and
the welding parameters, i.e. welding speed, beam
diameter, heat input, etc. [3]. Using LS-DYNA, the
LBW process can be simulated by performing a non-
linear coupled thermal-mechanical analysis with the
purpose of replicating, and possibly predicting both
the temperature distribution and the welding induced
distortion of the Grundfos impeller. Due to the complex
geometry of the impeller, the model is however based
on a melt-through T-joint consisting of two sheet metal
plates, as this is considered to be a simple, representative
model.

When modelling the LBW process, caution must be
exercised, as [4] states, LBW involves a series of
complex phenomena; ionization and vaporization of
material, the formation of a keyhole, solidification at the
liquid-solid interface and stirring of the weld poll due
to buoyancy, etc. Hence, underlining the importance of
experimental validation of the model.

[5] states that the most critical issue in the thermal
analysis of LBW is correctly modelling the weld pool
and corresponding heat input in the material. The fact
that the vertex angle of the nearly conically shaped
keyhole decreases as the depth increases, contributes
to the challenge of obtaining a realistic definition of
the heat source [5] [6]. The simple and computationally
inexpensive conduction heat transfer based models are
widely used in coupled thermal-mechanical analysis,
especially when the temperature distribution over a large
domain is essential [7]. One must be aware, that the
reliability of such models is highly sensitive to how the
heat source is modelled [8].

Several researchers have proposed methods on how to
simulate the size and shape of the weld pool with
the linear heat conduction model by [9], being the
simplest [3]. [10] was the first to suggest a distributed
heat source, the "disc model", which is based on a
circularly Gaussian distributed heat flux and centred at
the origin in the z-z plane. The disc model deposits the
heat directly at the surface and is therefore not well
suited for deep penetration welds, e.g. welds created by
high density welding methods, such as laser welding
or electron beam welding. [11] further developed this
concept by introducing the concept of a volumetric
heat source via utilizing a double-ellipsoid based on
a Gaussian heat flux distribution, suitable for deep
penetration welds.

This article aims to model the LBW process by applying
the double-ellipsoid heat flux distribution to determine
welding-induced distortion.

2. Modelling of Heat Source
The double-ellipsoidal volumetric heat source, proposed
by [11], consists of four characteristic length parame-
ters; a, b, cf and cr which are illustrated by Fig. 2.
These are referred to as the Goldak parameters.
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Fig. 2 Illustration of the double ellipsoidal power density dis-
tribution including the four characteristic length parameters.

The Gaussian distributed power density is placed at
(0,0,0) of the local coordinate system in the shape
of a double ellipsoid. This enables the possibility of
representing the steep temperature gradient at the front
of the heat source and the trailing temperature gradient
at the rear, that occurs during laser welding [11]. For
weighting the heat distribution in the ellipsoid, the
fractions ff and fr are used, representing respectively
the front and the rear of the ellipsoid; hence the
following must apply: ff + fr = 2. The best
correspondence between the measured and calculated
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thermal history is according to [11] obtained by using
ff = 0.6 and fr = 1.4

[11] proposes that the ellipsoid can be described
based on conversion of energy and the geometric
considerations of the double ellipsoid, yielding the
following expression for the power density q, Eq. (1):

q (x, y, ξ) =
6
√

3fiQ

abcπ
√
π
·

exp

(
−3y2

a2

)
exp

(
−3z2

b2

)
exp

(
−3ξ2

c2i

)
(1)

Q is the power input, while a, b and ci1 are the Goldak
parameters. As it is preferable to use a fixed coordinate
system, ξ is used to relate the fixed coordinate system of
the workpiece, to the local coordinate system of the heat
source. This is done by describing the distance between
the coordinate systems along the welding direction. This
is accomplished by utilizing a lack factor τ , describing
the position of the heat source at the beginning of the
weld (t = 0). If ν is the welding speed, ξ can be
expressed by equation (2):

ξ = z + ν(τ − t) (2)

Because of its simplicity and well documented results,
the double ellipsoid is chosen as the conduction heat
transfer based model, used for modelling the moving
heat flow across the surface of the T-joint [7].

2.1 Theory of Goldak Parameter Determination
The necessity of determining the Goldak parameters
limits the predictive capability of the model, as these are
normally approximated from experimentally measuring
the actual weld pool dimensions. In this case, a experi-
mental reference weld is initially used to determine the
width of the weld pool and the penetration depth of
the key hole. [11] suggests that it is reasonable to take
one half of the width of the weld pool to equal the
distance in front, and twice the width as being equal to
the distance behind the heat source.

[12] proposes that the Goldak parameters for deep pen-
etration welds can be estimated, based on an extended
version of a non-dimensional method developed by [13].

1The subscript i denotes whether the c defines the front or rear
of the ellipsoid, respectively i = f or i = r.

The approach uses an operating parameter n, developed
for deep penetration welds, given by equation (3):

n =
Q

2πkh (Tc − T0)
(3)

Where k and h are the thermal conductivity and the
penetration depth, respectively, while T0 and Tc define
the ambient temperature of the weld and a reference
temperature. The latter is usually defined as the melting
temperature of the material.

The ellipsoid is here considered in 2D with the
Christensen [13] parameters ψ, λ and ρ illustrated in
Fig. 3.
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Fig. 3 2D double ellipsoid, illustrating the Christensen
parameters.

It follows from [9] that the temperature at any point of
a 2D heat flow can be expressed by equation (4).

T = T0 +
Q

2πkh

[
exp

(
− νξ

2α

)
K0

( νr
2α

)]
(4)

With the use of the Christensen parameters, a modified
Bessel function of second order, zero kind K0, and
equation (4), [12] has derived equation (5).

θ

n
= [exp (−λ)]K0(ρ) (5)

θ is a non-dimensional temperature and expresses the
relationship between the temperature at a given point T
and Tc with respect to the ambient temperature T0. As
the calculations aim to estimate the size of the fusion
zone (FZ), the reference temperature is assumed to be
equal to the melting temperature; hence θ is set to 1.

The distance from the origin of the heat source to the
point on the axis of the welding direction, where the
ellipsoid is widest λm, can be estimated by equation (6).
This includes making use of a modified Bessel function
of second order, first kind K1.

λm = −−ρmK0(ρm)

K1(ρm)
(6)
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Substituting equation (6) into equation (5) by λ =
λm, yields equation (7), consisting of ρm as the only
variable.

θ

n
=

[
exp

(
ρmK0(ρm)

K1 (ρm)

)]
K0ρm (7)

Using equation (6) and (7), it is hence possible to
compute ρm and λm. As the ρm, λm and ψm vectors
make up respectively the hypotenuse and the catheti of
an orthogonal triangle. The values of ρm and λm can
furthermore be used to compute the maximum width
of the ellipsoid ψm by applying Pythagoras’ theorem,
equation (8):

ψm =
√
ρ2m − λ2m (8)

It must be noted, that ψm is equal to the previously
mentioned a factor of the Goldak parameters. The cr
and cf parameters are estimated in relation to the above-
mentioned guidelines suggested by [12].

3. Modelling of Heat Dissipation
Modelling of the heat dissipation is furthermore an
important aspect in order to ensure a valid and accurate
simulation of the laser welding process. This includes
a series of physical phenomena, that influence the heat
dissipation, i.e convection, radiation and conduction, as
in Fig. 4 .

Radiation

Convection

Hot Cold

Heat Flow

Conduction

Heat Source

Fig. 4 Illustration of the different topics covered in the
modelling of the heat dissipation.

3.1 Convection
In convection, heat is transferred via the movement
of molecules caused by temperature differences. In the
LBW process, convection occurs when the air-molecules
close to the heat source are heated to a higher kinetic
energy state than the ambient air-molecules, causing
them to drift away. The cooler molecules then move in
to replace them, which initiates a circulation of hot and
cold air-molecules. This circulation transfers heat from

the blank to the ambient surroundings, as illustrated in
Fig. 4 [14].

In general, there are two general types of convection,
defined as either free or forced. Forced convection refers
to convection where the fluid/gas is forced to move
relative to the surface. Free convection refers to the
case where fluid/gas is not influenced by any external
forces e.g. stagnant air. As a result, forced convection
has a higher convective heat transfer coefficient than
free convection [14].

The governing equation for convection is by eq.(9):

qconv = h · (Tsurface − T∞) (9)

where qconv is the heat transference that is dissipated
to the environment through the surface of the blank by
convection, h is the convective heat transfer coefficient
and (Tsurface − T∞) is the temperature potential
between the object and the ambient environment.

In the experimental set-up, a flow of air is used to
keep residue from entering the laser during welding. To
incorporate this effect in the model, the convection is
modelled as forced. According to [15], the convection
coefficient of forced convection with moderate blowing
is 0.1 mW

mm2K . The forced convection can be directly
implemented in the model via the keyword setting
BOUNDARY_CONVECTION.

3.2 Radiation
Radiation is the only type of heat transference, that does
not depend on the movement of molecules. Instead, heat
is transmitted by electromagnetic waves due to vibrating
molecules. The amount of radiation emitted by an object
depends on the surface area of the object and on the
temperature of the object [16]. The governing equation
for radiation is the Stefan Boltzmann equation, given by
eq. (10) [16]:

Prad = σ ·Asurface · ε · (T 4
surface − T 4

∞) (10)

with Prad being the power radiated from a part with
specified surface area Asurface, while σ and ε is
respectively the Stefan Boltzmann constant and the
emissivity, specifying the fraction of energy emitted
from the surface [16].
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qrad = σ · ε · F · (T 4
surface − T 4

∞) (11)

where qrad is the heat flux dissipated to the environment
as a result of radiation. F is an exchange factor, which
is used to describe where the heat flux is dissipated
to. In this case, it is set to 1, specifying that the
heat is dissipated from the specimen to the ambient
environment [17]. The emissivity factor ε of a sheet of
rolled stainless steel is set to 0.8 [18].

The LS-DYNA model uses a slightly rewritten equation
for radiation by applying the heat flux from the surface.
As it is a function of temperature, it is used at every
time-step to calculate the dissipated heat flux factor
FMULT , which states the amount of heat flux that has
dissipated to the environment as a result of radiation.
FMULT is given by eq. (11).

FMULT = σ · ε ·F = 4.536 · 10−11
mJ

s ·mm2 ·K4

(12)

3.3 Conduction
In conduction, also known as diffusion, heat is trans-
ferred by microscopic collisions of particles, such as
molecules, atoms and electrons, as well as the move-
ment of electrons within a body [14]. Conduction hap-
pens in all matter, such as solids, liquids, gases and
plasmas. The principle is illustrated in Fig. 4. The rate at
which energy is conducted as heat between two objects
is dependent on the temperature difference between the
two objects and the material properties such as thermal
conductivity, the specific heat capacity and the density
of the material. The governing partial differential equa-
tion applied for describing three dimensional transient
heat conduction in the T-joint is given by eq. (13) [14]:

ρ·c(T )·∂T
∂t

=
∂

∂x

(
k(T ) +

∂T

∂x

)
+
∂

∂y

(
k(T ) +

∂T

∂y

)
+

∂

∂z

(
k(T ) +

∂T

∂z

)
(13)

ρ defines the material density, while c(T ) defines the
temperature dependent specific heat capacity. ∂T

∂t and
k(T ) is respectively the change of temperature with
respect to time and the temperature dependent thermal
conductivity, while ∂T

∂(x,y,z) is the temperature gradient
in the respective spatial direction [14].

Conduction is incorporated in the model via the coupled
thermal-mechanical solution approach.

4. LS-DYNA Model
The non-linear coupled thermal-mechanical analysis in-
corporates the thermal heat transfer problem together
with the mechanical problem in one combined simula-
tion. This enables the estimations of thermal introduced
stresses and strains based on temperature dependent
material properties. The mechanical problem is solved
implicitly and the thermal problem is solved using a
diagonally scaled conjugate gradient iterative solver.

The LS-DYNA model consists of the three parts: a top
plate, a bottom plate and the welding seam, as illustrated
by Fig. 5 and 6.

Top Plate

Weld seam

Weld Seam

Fig. 5 Illustration of weld seam and top plate.

The dimensions of the parts are presented in Tab. I.

Tab. I Dimensions of the LS-DYNA parts.

Part Length
[mm]

Width
[mm]

Thickness
[mm]

Top Plate 120 100 1.5
Bottom Plate 100 48.5 1.5
Weld Seem 100 1.5 1.5

In order to replicate the fixture used in the experimental
set-up, two boundary conditions, illustrated in Fig. 6, are
implemented in the model.
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Top plate

Bottom plate

Boundary condition

Boundary cooling

Boundary condition

Z
X

Y

Fig. 6 LS-DYNA model containing the two defined boundary
conditions.

These boundary conditions eliminate translation and
rotation in any direction. Furthermore, a temperature
boundary condition is implemented in the model to
replicate the cooling from the experimental fixture.

4.1 Discretisation
The mesh discretisation of the model, which is per-
formed in the software LS-INGRID, uses a linear bias
mesh strategy. This strategy adjusts the element size
based on the distance from the weld seam to the
element, hence eliminating unnecessarily small elements
far away from the weld. The mesh is constructed based
on guidelines proposed by [19]:

• A minimum of two elements pr. beam radius.
• A minimum of three elements in the thickness of

the welded plate.

This is done to ensure that an adequate number of
elements are used to achieve the desired accuracy. It
must however be noted, that it has not been possible
to strictly follow the guidelines due limitations on the
computational power; hence it has been chosen to use
two elements pr. beam diameter.

4.2 Time-Step
According to [20], one of the major issues encountered,
when simulating the LBW process, is ’time skipping’.
This phenomenon occurs as a result of an error in the
discretisation of the thermal time-step, and causes the
heat source to skip across the blank surface. In order to
overcome this issue, [20] has suggested a guideline for
the thermal time-step, stated as:

• Minimum four time-steps to cover the molten zone.

Following this suggestion, the thermal time-step can be
calculated based on the experimental parameters of a
welding speed of 20 mm

s , a molten zone of 1.28 mm

and a simulation time of 5 s.

∆tthermal =
1

4
·
(

1.28 mm

20 mm
s

)
= 0.016 s (14)

The mechanical implicit time-step has been chosen
based on an empirical test using different implicit
time-step sizes. The time-step was evaluated based on
accuracy of the solution and computational time. The
implicit time-step has been set to 0.25 s.

4.3 Implementation of Heat source
The double-ellipsoidal volumetric heat source model
is implemented in the LS-DYNA model via the
DEFINE_FUNCTION keyword option. This option
enables the implementation of user defined functions,
which are programmed in the language C.

The heat source function is defined in a separate text file,
where the power input Q, movement of the heat source
and the Goldak parameters are defined and included
in LS-DYNA. The output from the heat function is
the calculated power density distribution, applied to
the blank through the LOAD_HEAT_GENERATION
keyword option.

By coding the heat source function manually, it is
possible to implement a simple control algorithm for
the movement of the heat source. While moving the
heat source, the coordinates of all surface elements are
identified. This is done to ensure, that only the elements
within the ellipsoid are directly affected by the heat
flux from the laser beam, in relation to the calculated
Gaussian distribution. By simply ensuring that the 2D
ellipsoid equation is fulfilled, this can be achieved;
hence equation (15) must be true for all the considered
elements.

(
x2

c2i

)
+

(
y2

a2

)
= 1 (15)

4.4 Material Models
In order to set up a coupled thermal-mechanical
analysis, all parts in the model need to be assigned
temperature dependent material properties by using
temperature dependent material models in LS-DYNA.

The material models used for the top and bottom
plate are MAT_ELASTIC_PLASTIC_THERMAL and
MAT_THERMAL_ISOTROPIC. The first of which
is used to calculate the mechanical response to a
temperature change via temperature dependent material
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coefficients including Young’s moduli, Poisson’s ratio,
coefficient of thermal expansion, yield stress and plastic
hardening moduli. The second material model is used
to calculate the thermal response to a heat source
via isotropic temperature dependent thermal properties,
including heat capacity and thermal conductivity.

In order to replicate the fusion between the top and
bottom plate, the weld seam is assigned the 270-CWM
material model. This material model is a thermo-elastic-
plastic model with kinematic hardening, that allows
material creation as well as annealing triggered by
temperature. Hence, making it possible for the material
to be in a so called ’ghost’ stage, where its properties are
dictated by very low stiffness, no thermal expansion and
no thermal conductivity. When the material is heated
to the activation temperature, it changes properties
and gains regular mechanical and thermal properties.
The acronym CWM stands for Computational Welding
Mechanics, and the model is intended to be used for
simulating multi-stage weld processes [21].

5. Experimental Work
With the purpose of creating a reference database for
the Goldak parameters and to provide experimental data
for the model validation, a series of experimental trials
are carried out. This is based on joining two 1.5 mm
DS/EN 1.4301 sheet metal plates in a fusion welded T-
joint by using an Nd:YAG laser beam welder. In order
to perform the welding operation, the T-joint is fixed
to a specially designed fixture mounted to a XY-table,
moving with a constant speed of 20 mm/s.

The dimensions of the plates are presented in Tab. I,
while detailed specifications of the experimental set-up
are evident from Tab. II.

Tab. II The laser system and specifications [22].

Laser IPG YLS-3000-SM
Wave length, λ 1076 nm
Beam quality, M2 1.2
Optics Modified HighYag BIMO
Focal length 470 mm
Collimation length 200 mm
Shielding of laser beam Air from nozzle
XY-table Q-SYS model 0166-01

The experimental data used for model validation is
acquired by using a combination of three measuring
devices:

• Thermal Imaging Camera (TIC): For determin-
ing the temperature directly in the weld seam after
the heat source has passed. Serves primarily as a
means to validate the implementation of the heat
source.

• Type K thermocouples (TC): Recording of the
temperature history at specific positions for point
validation of the temperature distribution away
from the weld. As the TCs are placed at a distance
from the weld zone, their main purpose to indicate
significant errors in the material data and the
modelling of the heat dissipation.

• Coordinate Measuring Machine (CMM): Mea-
suring of the welding-induced distortion of the top
plate at proximity to the edge. Validation of the
welding-induced distortions is performed using the
CMM.

The points of data acquisition are illustrated in Fig. 7.

Temperature in weld zone
[TIC]

Heat dissipation
in proximity
of the weld

[TC]

Distortion due 
to welding

[CMM]

Y

X

A
B

C
D

Fig. 7 Illustration of data points where A, B, C and D label
each row of points, while numbers label each column.

5.1 Procedure for Validation
Three specimens have been welded at three different
power inputs: Q−10%, Qr and Q+10%, corresponding to
the measured power inputs of 1.24, 1.42 and 1.62 kW .
The purpose of this is to establish and possibly
enhance the models ability to predict the temperature
distribution and welding-induced strains at power inputs
different from the reference power input Qr, at which
the model is validated in. The reference specimens,
welded at a power input of Qr, have been investigated
experimentally to determine the Goldak parameters by
measuring the fusion zone (FZ) via a microscopic
analysis. The image used for determining the Goldak
parameters is illustrated by Fig. 8.

7



Fig. 8 Microscopic image of the weld used for determining
the Goldak parameters.

Implementing the determined Goldak parameters in
the LS-Dyna model, and subsequently comparing the
temperatures acquired by the TICs and TCs to the
corresponding data from the model, serves as a means to
determine the experimental efficiency η and to validate
the model. This is done through an iterative process,
starting at j = 1 and denoting Q(j) as the varying
power input. Hence, Q(j) is reduced per update until
a satisfying efficiency has been obtained and the model
is validated.

For evaluating the models performance at the power
inputs Q−10% and Q+10%, a two phase approach
is applied. For the first phase, it is assumed, that
all variables and parameters are unchanged from the
reference weld, except from the power inputs Q−10%
and Q+10%. The second phase consists of analytically
estimating the Goldak parameters for the power inputs
Q−10% and Q+10%. This is done by applying the
approach outlined in Section 2 and by assuming
a constant penetration depth, or b of the Goldak
parameters, compared to those of the reference power
input Qr. The purpose of this approach is to investigate,
if it is possible to increase the process window of the
model by estimating the Goldak parameters.

The procedure for validation of the LBW process can
described by the flow diagram in Fig. 9.

Initial test
Determine

reference power Q
for a good weld

- Three tests at Q
- Three tests at 110% Q 
- Three tests at 90% Q 

 - Goldak parameters
-  Distortion
-  Temperature

Evaluation

Main tests

Simulation
Simulate using 
Goldak parameters
and Q    (Q    = Q  )

Goldak parameters &  Q 

Evaluation
Compare to test
in relation to:
- Distortion
- Temperature
Is the deviation 
<10 %?

No
Update Q 
j = j + 1
for j = 0,1,2...
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M4

M3

 Q 
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samples at Q 

(j)
r

(0)

(j+1)

Implement analytical
Goldak parameters in 
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the process window 
 of    10% Q+ -  r

r

Yes

A total of nine tests
 are performed:

r

r

r

 

10 % Q-+ r

Six test
samples at

(j)

Fig. 9 Flow diagram of the validation.

6. Results and Discussion
At the determined efficiency η of 0.8 and the reference
power input Qr of 1420 W , the model has a maximum
deviation of 7.53%, when comparing the temperature
peaks at a series of specified points between the model
and the experimental data. Comparing the temperature
at the same points, but at t = 20 s, having allowed
the specimen to cool, yields a maximum deviation of
5.07%. As the validation criteria is set to 10%, the
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deviations are below the limit; hence, the model fulfils
the validation criteria. A graph of the temperature in the
specific points is illustrated in Fig. 10.
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Fig. 10 Comparison of the temperature at specific between
the model and experimental data.

Varying the power input by Q+10% and Q−10%, while
keeping the remaining parameters constant, showed no
significant changes in the temperature deviations, eval-
uated at the same points as earlier. Furthermore, per-
forming an analytical estimation of the Goldak param-
eters showed a nearly identical temperature distribution
compared to not having changed the Goldak parameters.
This can be due to the fact, that the temperatures are
measured at a minimum of 8 mm from the weld pool,
thus it has not been possible to observe the direct
changes of the heat flux distribution. This could possibly
be solved by measuring the temperature directly in the
weld pool.

A maximum welding induced distortion of 0.213 mm,
occurs in the T-joint’s top plate, at the edge parallel with
the X-axis. It must however be noted, that it has not been
possible to validate the distortion, as the variance in the
measured data is too excessive to be representative. An
increase in the sample size of the welded specimens,
combined with measuring the distortion directly in the
laser welding fixture, could decrease the variance.

7. Conclusion
Using LS-DYNA, the LBW process has been simulated
by performing a non-linear coupled thermal-mechanical
analysis to replicate and predict both the temperature
distribution and the welding induced distortion of a T-
joint. This has been done by utilizing a conduction heat
transfer based model in the form of a double-ellipsoid
heat flux distribution to model the heat source of the
laser beam. In an effort to enhance the models predictive
abilities, an analytical approach has been applied to

determine the Goldak parameters for power inputs at
±10% of the reference Qr.

Based on the simulation, the following conclusions can
be drawn:

• It is possible to predict the temperature distribution
of a laser welded component within a reasonable
error margin.

• Slightly varying the power input does not yield
significant changes in the temperature distribution.

• Determining the Goldak parameters through an
analytical approach, while assuming a constant
penetration depth, does not lead to noticeable
different results, compared to maintaining the
Goldak parameters.

To expand the current model, introducing a simulation
for the microstructural phase changes present in the
weld is a natural next step. It has been shown that a
weld composition with at least 5-30% has a profound
effect on reducing the presence of cracks within the
weld [23]. It has also been shown that if too much ferrite
is present in the weld, its corrosion resistance will be
reduced [24]. If the prediction of the microstructural
changes, and thus the content of ferrite present in the
weld could be performed, it would be advantageous for
the process.
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